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**抽象**

多任务学习是一种归纳传递的方法，它通过使用其他相关任务的训练信号中包含的信息来改进一项任务的学习。它通过使用共享表示形式并行学习任务来实现。为每个任务学习的内容可以帮助更好地学习其他任务。在本文中，我们演示了针对***十二***个问题的多任务学习。我们将解释多任务学习的工作原理，并说明在实际领域中有很多机会进行多任务学习。我们表明，在某些情况下，如果将特征用作输入的效果比将其用作多任务输出效果更好。我们提出了有关如何充分利用人工神经网络中多任务学习的建议，提出了一种基于案例的方法（例如k最近邻和核回归）进行多任务学习的算法，并在决策树中勾勒了一种用于多任务学习的算法。多任务学习提高了泛化性能，可以应用于许多不同的领域，并且可以与不同的学习算法一起使用。我们推测，将其用于现实问题上将有很多机会。
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*“Your ability to juggle many tasks will take you far."*

*-Fortune Cookie*
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